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1 What is TDT
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1

Suppose you have a huge number of 
documents(corpus) New York times

Topic detection provide a corpus-level 
intuition of major themes

Grasp the main idea
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1 Track Topics on Social Medias

Getting raw data is hard! 
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Gett ing the Data

Cleaning the Data Cluster ing

1 Framework

Text Model ing
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Suppose you have a huge number of documents(corpus)

Grasp the main idea

Getting the Data

Topic models provide a corpus-level intuition of major 
themes
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Suppose you have a huge number of documents(corpus)

Grasp the main idea

Topic models provide a corpus-level intuition of major 
themes
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1 Cleaning the Data

3. stemming(ed, ing)

2. Remove stopwords (a, the, or)

1. Split (, . ‘ ‘)
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Text Modeling
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1

Suppose you have a huge number of documents(corpus)

Grasp the main idea

LDA 

Topic models provide a corpus-level intuition of major 
themes
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f ind identi fy

select  obtain

1 LDA Variations

Grasp the main idea
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Suppose you have a huge number of documents(corpus)

Assumptions of LDA

Topic models provide a corpus-level intuition of major 
themes
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1 LDA

LDA improves PLSA by imposing Dirichlet priors on the 
model parameters
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Suppose you have a huge number of documents(corpus)
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Topic models provide a corpus-level intuition of major 
themes



19

1

Suppose you have a huge number of 
documents(corpus)

Topic detection provide a corpus-level 
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1 Multinominal distribution
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Uni-Gram

Mixture unigram LDA

1 Development of LDA

PLSA
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1 Grasp the main idea
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1

Suppose you have a huge number of 
documents(corpus)

Grasp the main idea
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1 Grasp the main idea
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1 Mixture of Unigram



26

1 Mixture of Gaussian process
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1 Grasp the main idea
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1 PLSA
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1 Restrains of PLSA
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1 Restrains of PLSA



31

1 Dirichlet
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1 Insight



33

1



34

1 Insight
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1 Insight

Beta distribution gives us a single probability, 

The Dirichlet distribution gives us K probabilities that
Define a probability distribution over K-d vector that sum 
To one
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1 Gibbs Sampling & Variational inference 
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1 Algorithm
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1 Gibbs Sampling 

Beta distribution can be seen as a distribution over 
probabilities 

Beta distribution gives us a single probability, while the 
Dirichlet distribution gives us K probabilities that define
A probability distribution ( a k-vector that sum up to 1) 
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1 Random Assignment

Beta distribution gives us a single probability, 

The Dirichlet distribution gives us K probabilities that
Define a probability distribution over K-d vector that sum 
To one
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1 Total topic counts
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1 Sample this word
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1 Decrement its count
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1How much does this document like each topic
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1 Total topic counts
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1 How much each topic like the word
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1 Geometric interpretation
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1 Update counts
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1 Algorithm
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1 topic modeling
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1 Output of LDA
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1 Clustering

K-means

Decision Tree

Naïve Bayes

SVM
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